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Abstract. The motivation behind this study stems from identifying contemporary challenges associated with prosecuting electronic financial crimes. Highlights ongoing efforts to identify and address credit card fraud and fraud as there are many credit card fraud issues in the financial industry. Traditional methods are no longer able to keep up with modern methods of tracking the behavior of credit card users and detecting suspicious cases. Artificial intelligence technology offers promising solutions to quickly detect and prevent future fraud by credit card users. Datasets used to detect financial anomalies are affected by imbalances in financial transactions, and this study aims to address the imbalance of financial fraud datasets using adversarial algorithm techniques and compare them with the most commonly used methods in the scientific literature. The results showed that the function of the adversarial algorithm is consistent in several ways, including allowing researchers and interested parties to determine data growth rates, which helps bring the dataset closer to real-time data from financial markets and banks. This study proposes a hybrid machine learning model consisting of three machine learning algorithms: decision trees, logistic regression, and Naive Bayes algorithm, and calculates performance metrics such as accuracy, specificity, precision, and F1 score. Experimental results reveal varying degrees of accuracy in fraud detection, with the two methods recording an accuracy of 94.3 and 95.3 and an F-score of 94.7 and 95.1, respectively. Finally, the GAN method excelled, receiving a test score and accuracy of 99.9%, as well as exceptional precision, recall, and F1 score. As a result, we conclude that the GAN method is able to balance the data set, which in turn is reflected in the performance of the model in training and the accuracy of predictions when tested. Historical transaction analysis identifies behavioral patterns and adapts to evolving fraud techniques. This approach enhances transaction security and protects against potential financial losses due to fraud. This contribution allows financial institutions and companies to proactively combat fraudulent activities.

1. INTRODUCTION

The surge in websites and mobile applications has made online financial transactions a common practice, providing users with convenience and instant purchasing experiences. However, this ease has created a significant threat of fraudulent online transactions spreading widely, leading to unauthorized access and financial losses.[1] Financial institutions face enormous hurdles in detecting fraudulent activity within vast amounts of transaction data. The pivotal role that anomaly detection plays in identifying suspicious patterns and avoiding financial losses is undeniable. However, we note the difficulty of analyzing the complexities of sophisticated financial fraud using statistical methods and traditional rule-based methods [2]. The modern era witnessed the availability of an electronic financial means known as the credit card. Which has spread widely in financial industry transactions due to the ease of use it provides. The credit card also provided many advantages to users, including free and completely interest-free deposits, obtaining personal loans, and electronic payment.[3]. On the other hand, the use of credit cards carries many risks related to the potential breach of financial privacy. Or manipulation of the user’s financial balances, or the user himself performs manipulation, such as defaulting on payment, which prompts banks and banks to take strict measures such as stopping cards that record many financial manipulations and frauds [4].

[5] Models based on artificial intelligence and all its branches offer promising solutions in the field of tracking and detecting abnormal user behavior when using credit cards. The detected fraud methods and their classifications are shown in Figure 1[6].
Finally, through this research, we seek to focus on the financial trading data set by applying smart techniques that address the complexities in the data set and make it closer to real-world data. This contributes to the design and development of smart models capable of tracking user behavior and detecting abnormal patterns in financial trading.

Fig. 1: Taxonomy for Frauds [6].

This research paper consists of the following sections. The second section presents work related to the proposed study, and provides a general analysis of the results. The structure of the proposed model is presented in the third section. While the methodological stages of the work are explained in the fourth section, which includes the data collection and the pre-processing stage. The fifth section presents the experimental results achieved, and the sixth section focuses on Discuss them, and finally, Section Seven presents the final conclusions.

2. RELATED WORK

The section presents the most important literature of previous works and their methodology based on machine learning in all its branches for the purpose of detecting and reducing abnormal behavior in financial transactions on credit cards. It also presents the most important techniques used in the pre-processing stages, which include balancing the categories in the data set used, studying the characteristics of the features, etc.

1. Mijwil et al. (2020) presents a proposal to evaluate the performance of three machine learning models – C4.5 Decision Tree, Bagging Ensemble, and Naïve Bayes – in predicting normal and fraudulent financial transactions. The results showed that the precision-recall curve areas for class 0 were very high, indicating excellent performance in distinguishing binary class 0. As for class 1, the Naïve Bayes model achieved 81%, the C4.5 model achieved 75.6%, and the Bagging model achieved 81%. Ensemble achieved a score of 83.8%. This confirms that the C4.5 Decision Tree model showed good performance, while the Bagging model was considered ideal and the Naïve Bayes model was acceptable in terms of detection.

2. Recommended by Ileberi et al. in their paper presented by B (2022) using different computational techniques, including genetic algorithms, artificial neural networks, logistic regression, fuzzy logic, decision trees, Bayesian networks, support vector machines, as well as hidden Markov models, and K-nearest neighbors, to build a model Intelligent credit card fraud detection. The prediction rate was high, reaching 99.6%.

3. Afriyie et al. (2023) presented a proposed model that focused on identifying and reducing fraudulent credit card transactions using a set of machine learning algorithms, namely random forest, decision tree, in addition to logistic regression. The accuracy of the models was evaluated based on the metrics of accuracy, sensitivity, specificity, accuracy, F1 score, AUC, and ROC. The highest accuracy recorded in the study was for the Random Forest algorithm, which reached 96%, with a sensitivity of 0.97 and a specificity of 0.95.

4. Cherif et al. (2022): The effectiveness of machine learning strategies in financial fraud detection is thoroughly analyzed in this study, using different statistical metrics such as ROC, MCC, G-mean, AUC, K-S, cost reduction rate, average run duration, and alert rate. The study presents a proposed credit card financial fraud detection system based on an artificial neural network (ANN) called AFDM. The model combines user behavior analysis with M-class support vector machine (SVM) and random forest (RF) classifiers. The study achieved an amazing accuracy of 99.99%.

5. Asha et al. (2021): Proposed hybrid models and unsupervised credit card fraud detection using autoencoders, achieving accuracy rates of 82.58% and 99.92% with Random Forest and ANN, respectively.

6. Rtayli et al. (2020) This study presents the proposed hypernoise parameter model for credit card fraud (CCF) detection. Which consists of a set of machine learning algorithms GridSearchCV, SVM-RFE, SMOTE, and to enhance detection the RFC method (HPO, RFE) was used. The proposed model achieved 95% accuracy for DB3 and 100% accuracy for DB1 and DB2.
The model was also evaluated based on sensitivity, specificity, F-score, and accuracy. The model recorded a sensitivity of 100% for DB1 and DB2, 95% for DB3, and an AUC of 0.99.

7. Chang et al. (2022): The study provides a comparison involving the techniques Decision Tree, Logistic Regression, k-Nearest Neighbors, Random Forest, and Autoencoder on their effectiveness in detecting fraud in digital payment. The performance of the models was evaluated in terms of accuracy, sensitivity, and specificity. The random forest and logistic regression algorithms showed superior performance, achieving an accuracy rate of more than 96%, a sensitivity rate of 81%, and a specificity rate of 97%.

8. Sadineni et al. (2020): The study examines the importance of precision, accuracy, and false alarm rate metrics. The authors emphasize the impact of data set characteristics and size on the effectiveness of the strategies used (artificial neural networks, decision trees, support vector machines, logistic regression, and random forests). The results indicate that random forest and artificial neural network (ANN) achieved the highest levels of accuracy, reaching 99.21% and 99.92%, respectively.

9. Karuna Chandra et al. (2023): This research also presents a method that combines deep learning techniques, including convolutional neural networks (CNN), long short-term memory (LSTM), and machine learning techniques represented by K-Nearest Neighbor (k-NN), to identify email fraud and Trading commissions. The results indicate that the k-NN algorithm achieved the highest accuracy among the algorithms examined, reaching 83.82 percent. In terms of validation and test accuracy, the CNN model achieved 63.44 and 49.39 percent, respectively, while the LSTM model scored 54.4 and 51.13 percent, respectively. The combined CNN-LSTM technique recorded an accuracy of 53.58 percent and a test accuracy of 52.18 percent.

10. Blaszczyszynski et al. (2021): This paper provides an overview of different approaches to credit card fraud detection and introduces the DRSA-BRE method, specifically designed to address concerns associated with imbalanced data sets. The program showed an accuracy rate of 79.09% in identifying fraudsters and 82.56% in identifying non-fraudsters. It is worth noting that the DRSA-BRE model outperforms the Random Forest and Support Vector Machine models in the context of fraud scenarios.

After considering the literature and previous research, the prominent role and great effectiveness of artificial intelligence techniques in the field of credit card fraud detection is evident. A variety of approaches have been explored, including traditional algorithms and advanced techniques in the fields of machine learning and deep learning. Particular emphasis has been placed on addressing imbalanced datasets using techniques such as SMOTE and Near-Miss. Feature selection and hyperparameter tuning are vital to achieving excellent performance. This paper presents the use of GAN to process imbalanced datasets and compares it with techniques used in the literature. [7-16]. Table 1 shows summary of previous researches.

<table>
<thead>
<tr>
<th>No.</th>
<th>Reference</th>
<th>Dataset</th>
<th>Features Extraction</th>
<th>Model</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[7]</td>
<td>The dataset includes more than 297,000 credit card transactions in September 2013 and November 2017 collected from the Kaggle platform, of which 3,293 were fraud transactions.</td>
<td>Taking advantage of the properties of algorithms to extract important features</td>
<td>Naïve Bayes, C4.5 Decision Tree, Bagging Ensemble Learning</td>
<td>1- The research paper does not address feature engineering 2- The research paper did not address the imbalance in the data set</td>
</tr>
<tr>
<td>2</td>
<td>[8]</td>
<td>credit card transactions</td>
<td>Synthetic Minority Oversampling Technique (SMOTE) method</td>
<td>Decision Tree (DT), Random Forest (RF), Logistic Regression (LR), Artificial Neural Network (ANN), and Naïve Bayes (NB)</td>
<td>Despite using one of the data set normalization methods, the results suffer from overfitting</td>
</tr>
<tr>
<td>3</td>
<td>[9]</td>
<td>Credit Card Transactions Fraud Detection Dataset</td>
<td>The synthetic minority oversampling (SMOTE) technique was used to balance the data. However, an undersampling technique was used to address the imbalance in the data set</td>
<td>Decision Tree, Logistic Regression, Random Forest</td>
<td>The results suffer from lack of consistency, and this indicates that the techniques used did not solve the problem of imbalance in the data set</td>
</tr>
<tr>
<td>4</td>
<td>[10]</td>
<td>Review</td>
<td>Screened and categorized a selection of 40 relevant articles based on the topics covered (e.g., the problem of class imbalance), and feature engineering and machine learning techniques used (including traditional and deep learning models).</td>
<td>Review</td>
<td>limited exploration of deep learning</td>
</tr>
</tbody>
</table>
3. **OVERVIEW THE PROPOSED SYSTEM**

The proposed methodology for building an artificial intelligence model to track user behavior in a credit card to detect financial fraud using machine learning, which also provides a precise overview of using the GAN algorithm to balance data sets and compares it to traditional methods. When implementing the proposed system, we used Python as a programming...
language. Python is considered the most versatile language in the world of programming. With applicability across diverse areas of software development, Python not only simplifies existing programming tasks, but also allows developers to focus on the core functionality of their projects. Being the fastest growing programming language, Python finds its place in every emerging field. It is capable of developing diverse applications such as Natural Language Processing (NLP), which includes creating applications and services that can understand human languages, and traditional spam detection to understand content. The Python language plays an essential role in shaping technological progress and its importance in driving innovations across various fields[28]. The Python environment can be considered one of the best environments for implementing machine learning scenarios. Python offers rich packages and libraries used in machine learning [29]. The proposed model consists of several main stages that will be explained in the following section:

4. Python libraries for machine learning

a) NumPy: NumPy, short for Numerical Python, is the cornerstone of numerical computation in the Python ecosystem, featuring a powerful N-dimensional array object. NumPy is a versatile and indispensable package. Designed as a general-purpose matrix processing toolkit, it provides high-performance multidimensional arrays and accompanying tools for seamless processing. To address performance concerns, NumPy speeds up calculations using efficient multidimensional arrays, along with specialized functions and operators. NumPy finds widespread utility in data analysis, facilitates the creation of robust N-dimensional matrices, forms the base layer for other libraries such as SciPy and scikit-learn, and represents a compelling alternative to MATLAB, especially when combined with SciPy and Matplotlib[30].

b) Keras: Keras, a prominent open source neural network library for Python, was initially designed for ONEIROS (Open-Ended Intelligent Electronic Neural Robot Operating System) by a Google engineer, and seamlessly integrated into the core TensorFlow library. A favorite in the machine learning community, Keras is a high-level neural network API compatible with TensorFlow, CNTK, or Theano, and is scalable for both CPU and GPU environments. Known for its user-friendly approach, Keras makes prototyping easy and fast, making it an excellent choice for beginners venturing into neural network design. The library extends the capabilities of TensorFlow with additional machine learning (ML) and deep learning (DL) programming features, and support for convolutional, recurrent, and standard neural networks. With an active community and a dedicated Slack channel, getting support is easy[31].

c) Pandas: As an indispensable component of the data science lifecycle, Pandas stands out as the most widely used Python library for data science, alongside NumPy and Matplotlib. Pandas plays a crucial role in data analysis and cleaning. Due to its efficiency, Pandas provides fast and flexible data structures, especially the data frame, which is designed for seamless interaction with structured data. Pandas operates at a high level of abstraction and includes advanced data structures and manipulation tools. Its applications extend to general data processing and cleaning, and ETL (Extract, Transform, Load) tasks for data transformation and storage, with strong support for loading CSV files into their data frame format. Pandas is widely used in academic and business fields, including statistics, finance, and neuroscience, and provides specialized functionality for time series analysis, featuring capabilities such as time domain generation, moving windows, linear regression, and date transformation[32].

d) Matplotlib: Matplotlib stands out as a powerful visualization tool, being powerful and elegant in its graphical representations. Functioning as a Python layout library, it has garnered nearly 26,000 comments on GitHub and maintains an active community of about 700 contributors. Popular for its role in data visualization, Matplotlib provides an object-oriented API, enabling seamless embedding of charts into applications. Matplotlib's applications extend to critical tasks such as analyzing correlations between variables, visualizing 95 percent confidence intervals of models, outlier detection through scatter plots, and insightful visualization of data distribution. This multi-faceted tool has proven effective in gaining instant insights from complex data sets[33].

e) The sklearn.metrics module in the Scikit-learn library serves as a powerful tool for evaluating machine learning models, catering to classification and regression tasks providing an accurate understanding of model performance and guiding informed optimization decisions. Frequently used metrics in sklearn.metrics include[34-38]:

1. Accuracy: represents the percentage of correct predictions. For example, if a model predicts financial fraud and is 90% accurate, it correctly identifies the case in 90 out of 100 financial transactions.

   \[
   \text{Accuracy} = \frac{TP+FN}{TP+FP+FN+FP} \times 1 \]

2. Precision: refers to the percentage of positive predictions that were accurate. For example, if the model predicts ad clicks with 80% accuracy, the user actually clicks on 80 out of the 100 predicted ad clicks.

   \[
   \text{Precision} = \frac{TP}{TP+FP} \times 2 \]

3. Recall: refers to the fraction of actual positives that are correctly predicted. For example, if a model predicts cancer 70%, it correctly identifies the condition in 70 out of 100 patients who actually have cancer.

   \[
   \text{Recall} = \frac{TP}{TP+FN} \times 3 \]

4. F1 score: represents the harmonic average of precision and recall, providing a balanced measure of model performance.

   \[
   \text{F1-score} = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \times 4 \]
In addition to these basic metrics, sklearn.metrics provides specialized metrics such as the confusion matrix, which is a tabular representation of the true and predicted labels, which helps in visualizing the performance of the classification model. The confusion matrix for a binary classification model is shown in Figure 2.

**Fig.2:** The confusion matrix.

### B. Dataset

The data collection stage is one of the most important steps in the proposed system. Dealing with credit card fraud detection faces a major scientific challenge due to the limited availability of real data for exploration, which stems primarily from confidentiality concerns [8]. In the scenario of financial fraud detection and user behavior analysis, a dataset called “Card Fraud Detection” has been identified. Credit and can be accessed on the Kaggle platform. This dataset consists of 284,807 credit card transactions, of which 492 were classified as fraudulent. It includes a total of 31 features and has a size of approximately 69 MB. The following table (Table 2) shows a sample of the dataset, explaining its dimensions and specific features. Another critical issue is data imbalance, with fraudulent transactions globally accounting for less than 0.05% of total transactions, creating highly imbalanced categories in credit card fraud datasets [18]: Each row within the table 2 corresponds to an individual credit card transaction, with the attributes showcasing pertinent information such as transaction time, PCA-transformed attributes (V1 to V28), transaction amount, and the class label indicating the legitimacy of the transaction.

#### Table 2: Sample of the dataset

<table>
<thead>
<tr>
<th>Time</th>
<th>V1</th>
<th>V2</th>
<th>V3</th>
<th>V4</th>
<th>...</th>
<th>V26</th>
<th>V27</th>
<th>V28</th>
<th>Amount</th>
<th>Class</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>1.91315</td>
<td>0.286131</td>
<td>0.16648</td>
<td>0.480134</td>
<td>...</td>
<td>0.125995</td>
<td>-0.08098</td>
<td>0.014724</td>
<td>2.69</td>
<td>0.0</td>
</tr>
<tr>
<td>0.0</td>
<td>-2.35855</td>
<td>-1.34016</td>
<td>1.75321</td>
<td>0.17978</td>
<td>...</td>
<td>-0.1391</td>
<td>-0.00555</td>
<td>-0.00975</td>
<td>376.46</td>
<td>0.0</td>
</tr>
<tr>
<td>1.0</td>
<td>-2.06097</td>
<td>0.18323</td>
<td>1.75209</td>
<td>0.86329</td>
<td>...</td>
<td>-0.22193</td>
<td>0.062273</td>
<td>0.061458</td>
<td>123.5</td>
<td>0.0</td>
</tr>
<tr>
<td>1.0</td>
<td>-1.16825</td>
<td>0.477757</td>
<td>1.54872</td>
<td>0.400034</td>
<td>...</td>
<td>0.582292</td>
<td>0.218422</td>
<td>0.215153</td>
<td>48.99</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### C. Preprocessing

To conduct experimental tests of the proposed model, the “credit card fraud detection” data set was chosen. It is worth noting that this set is characterized by its unbalanced nature. Figure 3 shows the imbalance in the Credit Card Fraud Detection dataset. In the pre-processing step, multiple techniques are adopted and tested on the data set, and their effectiveness is demonstrated in creating a balanced data set that contributes to tracking user behavior to detect financial fraud in credit cards. There are a set of techniques used to make the “Credit Card Fraud Detection” data set balanced in a way that makes the model’s prediction process more accurate. We will not use smooth, oversample and undersample techniques. It will be compared with the adversarial algorithm GAN, and its importance in addressing the problem of imbalance in the “credit card fraud detection” data set will be demonstrated.
Fig 3: distribution of classes in unbalanced dataset.

1- **Smooth technique**
Synthetic minority oversampling, known as SMOTE, is a preprocessing technique used to adjust the imbalance in the distribution of classes within a data set. It solves this problem by oversampling the minority class, to avoid overfitting resulting from learning the model from the same Examples. The SMOTE technique examines the difference between the sample and its nearest neighbor, and then multiplies this difference by a random number between 0 and 1. This difference is added to the original sample to create a new synthetic sample in the feature space. This process is repeated with the next nearest neighbor until the number pre-specified by the user is reached. This helps create an effective balance in the data set, enhancing the model's ability to handle categories fairly and accurately. Figure 4 shows Smooth technique on “Card Fraud Detection”.[19]

![SMOTE technique on dataset](image)

**Figure 4: SMOTE technique on dataset**

2. **Under sampling technique**
Under sampling as shown in figure 5 is one of the common techniques to address class imbalance in a data set. The data set is modified by reducing the number of cases in the majority class to balance them with the minority class. Which provides a more equal representation of both categories, making the data set more balanced. Advantages of under sampling include simplicity and computational efficiency. However, under sampling may result in missing potentially valuable information from the majority population.[20]

```
the number of class before fit counter([0: 284335, 1: 402])
The number of class after fit counter([0: 402, 1: 402])
```

![undersampling technique](image)

**Fig. 5: undersampling technique**

3- **Over sampling technique**
Oversampling is a technique used to address the problem of imbalanced data sets, where one class contains significantly fewer instances than other classes. This technique balances the class distribution by increasing the number of samples in the minority class through the frequency of its examples. While this technique does not provide new information, it does increase the weight of the minority group. However, the disadvantage of oversampling is its ability to exacerbate overfitting, making the model overly specific to the training data.
Thus, although accuracy on the training set may be high, model performance on new datasets may be compromised by overfitting and subsequent failure of the model to train. Figure 6 shows the balancing of Credit Card Fraud Detection using the oversampling technique.[21]

![Figure 6: Over sampling technique](image)

### 4- GAN algorithm
In addition to these common methods, this research presents a new method for aligning the data set. The proposed method is based on the use of the GAN algorithm to balance the Credit Card Fraud Detection data set by determining the size of the samples that are added in order to balance the data set. This technique works by allowing the researcher to determine the final size of the added samples. It is then collected with the basic data and forms a new, balanced data set. Figure 7 shows the process of balancing the data set using GAN technology.[22]

![Figure 7: GAN technique](image)

Figure 7 shows the GAN algorithm technique in balancing the data set to detect credit card fraud. It gives flexibility in determining the number of samples to be added for the purpose of balancing the data set.

Also, handling missing values is one of the techniques that is performed in the pre-processing stage, which is shown in Figure 9. Missing data is defined as values or information that are not stored (or do not exist) for some variable in the given data set[40]. Below is a sample of missing data in this group. In addition, measuring the correlation ratio between the features in Figure 8. Figures 8 and 9 show that there are no missing values and there is no correlation between the features.
Correlation is a statistical measure that describes the strength and direction of a relationship between two variables. The correlation coefficient, denoted by \( r \), ranges from -1 to 1, where -1 indicates a strong negative correlation, 0 indicates no correlation, and 1 indicates a strong positive correlation. A correlation coefficient of 1 means that the variables are perfectly positively correlated, while a coefficient of -1 means that they are perfectly negatively correlated. A correlation coefficient of 0 means that there is no correlation between the two variables. The correlation coefficient is used to describe the relationship between two variables and can be used in feature selection and other machine learning tasks [39].

### D. Splitting dataset

To ensure unbiased evaluation and validation of the machine learning model, the `train_test_split` function is used to split your dataset into subsets, reducing potential biases during the evaluation process. This requires separating the evaluation dataset from the training data, ensuring that the model is evaluated using new, unseen data. This separation is achieved through the strategic use of partitioning the data set before evaluating the model. The ratio of 80% to 20% was adopted when using the `train_test_split` function.

### E. Machine learning

Machine learning, as a fundamental part of the field of artificial intelligence, relies on the use of algorithms to leverage data and make intelligent decisions. This field includes supervised learning where models are trained using labeled data to make predictions, unsupervised learning which discovers patterns in unlabeled data, and reinforcement learning which involves interactions between the agent and the environment to make optimal decisions. Supervised learning includes techniques such as support vector machines, decision trees, and logistic regression, while regression predicts continuous outcomes. This framework offers powerful tools for data analysis, forecasting, and decision-making in a variety of fields. Figure 10 shows different types of machine learning [23].
To perform the task of financial fraud detection and user behavior analysis, four machine learning algorithms have been selected, as elaborated in the following section.

1. **Decision Tree**

Decision tree is one of the well-known supervised learning techniques used to address classification tasks. Creating this type of model involves iteratively dividing data into subsets based on input attributes, and creating a leaf node that represents the expected output. The feature to be used in the partitioning is chosen based on the calculation of the maximum information gain or information gain ratio, which is calculated using target variable entropy measurements before and after each partitioning operation. The Gini measure of impurity is also used for misclassifications.

![Decision Tree Algorithm](image1)

Entropy, as a measure of randomness, is a guide for decision tree algorithms to evaluate the extent of information inclusion. The entropy calculation includes parts of events at child nodes and aims to maintain simplicity by constructing a tree with uniform branches at each level. The decision tree structure is clearly shown in Figure 11. [24].

2. **Naive Bayes**

The Naive Bayes algorithm is a probabilistic classification approach that applies Bayes' theorem while assuming attribute independence. It calculates the likelihood of a class having specific attributes and determines the optimal class for a given input. Each attribute is treated as independent and equally important.

![Naive Bayes Algorithm](image2)

The Bayes formula serves as the foundation for this method, where \(P(H|X)\) represents the probability of hypothesis \(H\) being true given the data \(X\), and \(P(X|H)\) denotes the likelihood of observing evidence \(X\) given hypothesis \(H\). The algorithm calculates the probability that input belongs to a class, assuming no correlation between attributes. It evaluates the likelihood of each category and returns the one with the highest likelihood. An example study using the Naive Bayes algorithm analyzes sentiment in tweets about Indonesian presidential candidates, showing its effectiveness for categorizing data into predefined classes. The behavior of the Naive Bayes algorithm is illustrated in Figure 12. [25].

3. **Logistic regression (LR)**

Logistic regression is a statistical method used to analyze the relationship between a dependent variable and one or more independent variables. It aims to find coefficients that minimize the difference between predicted and actual values.
Figure 13 Logistic regression algorithm [26].

For simple linear regression ($y = \beta_0 + \beta_1x + e$), and multiple linear regression ($y = \beta_0 + \beta_1x_1 + \beta_2x_2 + \ldots + e$), it predicts dependent variables based on independent variables. It's valuable for understanding correlations, risk factors, and predicting outcomes.[25] The structure is shown in Figure 13.

**F. Ensemble Methods in Machine Learning**

Ensemble methods in machine learning are techniques that combine multiple individual models to improve the accuracy and robustness of overall prediction. The idea behind ensemble methods is that by combining multiple models, we can overcome the limitations of any single model and improve the overall performance of the system. Figure 14 shows the group methods[27].

Fig 14: the ensemble methods [27]

The research presents a hybrid machine learning model using the ensemble technology for machine learning algorithms presented in paragraph C. Conducting tests on the credit card fraud detection data set after addressing the problem of imbalance in the categories of the data set using the four methods mentioned, and conducting a comparison between them to conclude the best path in terms of prediction accuracy.

**4. METHODOLOGY**

Figure 15 clearly shows the proposed approach.
This section presents the proposed method for building an artificial intelligence model based on user behavior tracking to detect financial fraud in credit cards. The research focuses on testing the GAN technique to normalize the dataset and comparing it to other methods used. The proposed hybrid automated model consists of a set of four algorithms, namely Decision Tree, Naive Bayes, Logistic Regression, and Support Vector Machines (SVMs). Its performance is evaluated using metrics of precision, recall, precision, and F1-score for a comprehensive evaluation.

### 5. EXPERIMENTAL RESULTS

In this section, we present the results of the hybrid machine learning implementation used in the proposed system. The proposed hybrid model is tested on the data set after processing it using the four methods for balancing the categories within it. In addition, we apply classification metrics based on confusion matrix distributions.

#### 1. Smote method

<table>
<thead>
<tr>
<th>details</th>
<th>Results%</th>
</tr>
</thead>
<tbody>
<tr>
<td>train_score</td>
<td>98.3</td>
</tr>
<tr>
<td>test_score</td>
<td>98</td>
</tr>
<tr>
<td>Accuracy</td>
<td>98.1</td>
</tr>
<tr>
<td>Precision</td>
<td>99.7</td>
</tr>
<tr>
<td>Recall</td>
<td>98.1</td>
</tr>
<tr>
<td>f1_score</td>
<td>98.1</td>
</tr>
</tbody>
</table>
Fig. 16: The confusion matrix of hybrid MI with smote.

Fig. 17: The ROC curve of hybrid MI with smote.

2. Under sampling method
Fig. 18: The confusion matrix of hybrid ML with under sampling method.

<table>
<thead>
<tr>
<th>details</th>
<th>Results%</th>
</tr>
</thead>
<tbody>
<tr>
<td>train_score</td>
<td>97.2</td>
</tr>
<tr>
<td>test_score</td>
<td>94.3</td>
</tr>
<tr>
<td>Accuracy</td>
<td>94.9</td>
</tr>
<tr>
<td>Precision</td>
<td>98.8</td>
</tr>
<tr>
<td>Recall</td>
<td>94.9</td>
</tr>
<tr>
<td>f1_score</td>
<td>94.7</td>
</tr>
</tbody>
</table>

Fig. 19: The ROC curve of hybrid ML with under sampling method

3. Over sampling method
Fig. 20: The confusion matrix of hybrid ML with Over sampling method

Table 5: Performance of hybrid machine

<table>
<thead>
<tr>
<th>details</th>
<th>Results%</th>
</tr>
</thead>
<tbody>
<tr>
<td>train_score</td>
<td>95.5</td>
</tr>
<tr>
<td>test_score</td>
<td>95.4</td>
</tr>
<tr>
<td>Accuracy</td>
<td>95.3</td>
</tr>
<tr>
<td>Precision</td>
<td>99.7</td>
</tr>
<tr>
<td>Recall</td>
<td>95.2</td>
</tr>
<tr>
<td>f1_score</td>
<td>95.1</td>
</tr>
</tbody>
</table>

Fig. 21: The ROC curve of hybrid ML with over sampling method

1. GAN method

Table 5: Performance of hybrid machine

<table>
<thead>
<tr>
<th>details</th>
<th>Results%</th>
</tr>
</thead>
<tbody>
<tr>
<td>train_score</td>
<td>99.9</td>
</tr>
<tr>
<td>test_score</td>
<td>99.9</td>
</tr>
<tr>
<td>Accuracy</td>
<td>99.9</td>
</tr>
<tr>
<td>Precision</td>
<td>99.9</td>
</tr>
<tr>
<td>Recall</td>
<td>99.9</td>
</tr>
<tr>
<td>f1_score</td>
<td>99.9</td>
</tr>
</tbody>
</table>
The execution time of the hybrid machine learning model was recorded in the tests above, as Figure 20 shows that the longest time to train the model when processing the data using the Smote method, then testing when the data was processed using the GAN method, and after that, testing when the data was processed using the Over Sample method, and finally, testing when processing data using the under sample method.

**Fig. 22:** The confusion matrix of hybrid Ml with under sampling method.

**Fig. 23:** The ROC curve of hybrid Ml with over sampling method

**Fig. 24:** The execution time of hybrid Ml.
6. DISCUSSION

The performance of the hybrid machine learning model was evaluated using different methods to solve the imbalance problem in the credit card financial fraud detection dataset categories, such as SMOTE, Under Sampling, Over Sampling, and GAN. The four tests of the model showed mixed results. Some of them reflect the effectiveness of the model in different aspects. Model testing using the SMOTE method recorded an accuracy of 98.1% and an F-score of 98.3%. On the other hand, the over-sampling and under-sampling testing methods showed close performance, as the two methods recorded an accuracy of 94.3 and 95.3 and an F-score of 94.7 and 95.1, respectively. Finally, the GAN method excelled, showing a test score and accuracy of 99.9%, in addition to exceptional accuracy, recall, and F1 score.

When examining the receiver operating characteristic (ROC) curve to predict financial fraud, the results also showed the superiority of the GAN algorithm, achieving an accuracy of 99.9%, in addition to exceptional accuracy, recall, and F1 score. Also, when examining the receiver operating characteristic (ROC) curve to predict financial fraud, the results also showed the superiority of the GAN algorithm, achieving an accuracy of 100, while the Smot technique achieved an accuracy of 96%, and the under sample and over sample achieved an accuracy of 95 and 95.5, respectively. As a result, we conclude the ability of the GAN method to balance the data set, which in turn is reflected in the model’s performance in training and the accuracy of predictions when tested.

7. CONCLUSION

In this research, we apply a hybrid machine learning approach to a credit card fraud detection dataset to evaluate its effectiveness in detecting financial fraud by tracking user behavior. Our focus was on comparing tests of the proposed model on the dataset after balancing it with different methods, namely SMOTE, Under Sampling, and Over Sampling. GAN. The GAN achieved the highest test score and accuracy of 99.9%, as well as exceptional precision, recall, and F1 score.
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