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Abstract. Relationships and connections between entities are typically represented by graphs, a fundamental data structure in computer science. A graph illustrates the control flow among statements within a program, whereas a dependence graph delineates the interrelationships among various objects within it. The object-oriented paradigm introduces numerous innovative concepts, including encapsulation, inheritance, polymorphism, and dynamic binding. A complete object-oriented graph representation entails structuring and conceptualizing a graph based on the principles of object-oriented programming (OOP). Several models have been suggested previously designed to depict the diverse features of object-oriented programming. This study distinguishes between partial and fully object-oriented graph representations. It also analyses the fully object-oriented graph representation models.

1 Introduction

Graphs, a fundamental data structure in computer science, are widely used to model relationships and connections between entities [1]. Whether representing social networks, transportation systems, or hierarchical structures, effective graph representation is crucial for various applications. One powerful paradigm for achieving a robust and flexible graph representation is through the principles of Object-Oriented Programming (OOP) [9]. Object-Oriented Graph to design and model the components of a graph. This approach leverages the modularity, encapsulation, and extensibility of OOP to create a comprehensive and intuitive representation of complex relationships within a graph [9]. Graphs are mathematical structures that depict pairwise relationships between objects, and it is widely acknowledged that they offer an intriguing formalism for modeling the intricate structures encountered in software engineering. [1]. Graphical methods offer a visual depiction of the system's structure, facilitating the examination of the logical flow
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within the program. Understanding the interactions and dependencies among program elements requires visually representing the program being tested through an intermediate graph representation is crucial. The graphical depiction of the program can be expressed as follows: \( G = (N, E) \).

\( N \) signifies the nodes representing program statements, whereas \( E \) signifies the edges representing the dependencies among these statements and \( G \) is the required Graph obtained from the Nodes and edges. Graphs are highly valuable structures in programming, as many computer science problems can be effectively represented and solved using various graph techniques. Moreover, even if not directly employing graphs, adopting a graph-based approach to problem-solving and modeling can enhance task clarity and efficiency [2].

There exist multiple methods of graph representation, each carrying its own set of advantages and drawbacks. Certain situations or algorithms that utilize graphs as input may require one representation over another. Graphical approaches involve illustrating the system's structure, and facilitating the testing of the logical progression of the program's development [3].

2 Program Representation Using Graphs.

In computer science, a graph serves as an abstract data type designed to embody the concepts of undirected and directed graphs derived from graph theory in mathematics. [2]. Graphs come in many different flavors, many of which have found uses in computer programs. The choice of internal program representation within a software development environment significantly influences the nature of that environment.

A graph illustrates the control flow among statements within a program, while a dependence graph represents program functionalities and relationships among various entities [4]. Numerous graphical representations, such as the System Dependence Graph (SDG), Program Dependence Graph (PDG), Data Flow Graph (DFG), Extended System Dependence Graph (ESDG), Call-based Object-Oriented System Dependence Graph (COSDG), and others, serve this purpose. These graphical presentations of the program have been categorized into three distinct parts based on fundamental characteristics. Figure 1 demonstrates the Control Flow Graph, Program Dependency Graph, and System Dependency Graph.

2.1 Control Flow Graph (CFG)

A Control Flow Graph (CFG) offers a graphical depiction of the control flow or computational pathways executed within program implementations. Widely employed in static analysis and compiler applications, CFGs facilitate precise representations of program flow. They enable the recognition of syntactic structures like loops by encapsulating information for each basic block [4]. The control flow graph consists of nodes linked to basic blocks (groups of statements in a program) and edges connecting these nodes to depict control flow paths [4]. A control-flow graph (CFG) illustrates the flow of control between the basic blocks in a program. It's a directed graph denoted as \( G = (N, E) \), where each node \( n \in N \) represents a basic
block, and each edge $e = (n_i, n_j) \in E$ indicates a potential transfer of control from block \( n_i \) to block \( n_j \).

![Program Presentation using Graph Models](image)

Fig. 1. Program Presentation using Graph Models

Accordingly, a control flow graph contains all nodes and flows present in a flow diagram [19] as illustrated in Figure 2, such as the start and end nodes.

### 2.2 Program Dependency Graph

Program dependence analysis stands as a fundamental technique for comprehending programs and finds widespread applications in software testing and debugging endeavors [20]. The Program Dependency Graph portrays a program as a graph where nodes denote statements and logical expressions. The edges connected to a node signify data values pertinent to the node's operations, along with control variables that impact the node's ability to execute its functions. [5]. In a PDG, data, and control dependencies can be represented simultaneously.
The PDG distinctly delineates both data and control dependencies for each operation within a program. Data dependence graphs offer precise representations of the definition-use relationships that are implicitly embedded in a source program, aiding specific optimizing compilers. As an example, referring to Figure 2 makes use of a code fragment to compute the factorial of a number. In statement 9, there is a control predicate that determines how statements 11 and 12 will be performed. Data dependencies can be found between statement 11 and statements 7, 8, and 12. In this figure, the displayed Program Dependence Graph features the essential control dependence edges highlighted as emphasized lines, whereas data dependence edges are depicted by light-colored straight lines.

**System Dependence Graph**

System Dependence Graphs (SDGs) describe programs constructed using various methods and incorporating procedural calls, originating from Program Dependency Graphs (PDGs). It represents a language where parameters are passed by value, and a complete system comprises a main program and auxiliary procedures. [6].
int a, b, sum;
1. read(a);
2. read(b);
3. sum = 0;
4. while(a<8)
5.   sum = sum + b;
6.   a = a + 1;
7. write(sum);
8. sum = b;
9. write(sum);

Figure 4. illustrates a program for finding the sum of numbers from 1 to 10. The main method () and the add method () are applied in this program. The System Dependence Graph of the required program can also be viewed in Figure 4, which illustrates the flow between two methods in the program. The Program Dependency Graph illustrates the flow of a single method, whereas the System Dependence Graph can display a number of procedures simultaneously.

Fig. 3. Program Dependence Graph Presentation

Fig. 4. The System Dependence Graph for the example program
3 Comparison of Flow Graph & Dependence Graphs

Incorporating parameters such as sensitivity, handling, procedural calls, slices, exceptions, and generation of test cases, a comprehensive analysis of Program Dependence Graphs (PDGs), Control Flow Graphs (CFGs), and System Dependence Graphs (SDGs) has been carried out in table 1. [5].

Table 1 Comparison of CFG, PDG and SDG

<table>
<thead>
<tr>
<th>S No.</th>
<th>Parameters</th>
<th>CFG</th>
<th>PDG</th>
<th>SDG</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Control Dependency</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>2</td>
<td>Data Dependency</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>3</td>
<td>Transitive Dependency</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>Single Procedure</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>Multiple Procedures</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>Intra-procedural Calls</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>7</td>
<td>Inter-procedural Calls</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>Multiple types of Edges</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>9</td>
<td>Slicing</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>10</td>
<td>Flow-Sensitive</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>11</td>
<td>Context-Sensitive</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>12</td>
<td>Inheritance &amp; Polymorphism</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>13</td>
<td>Dynamic Binding</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>14</td>
<td>Test Case Generation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>15</td>
<td>Exception Handling</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>16</td>
<td>Parameter Passing</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

4 Object Oriented graph representation

The object-oriented approach integrates unique characteristics such as polymorphism, encapsulation, inheritance, and dynamic binding. The fusion of these attributes gives rise to complex relationships among program entities, resulting in additional types of dependencies between classes beyond traditional data, call, and function dependencies [15]. The importance of considering and modeling each of these dependencies cannot be overstated [11]. Coverage analysis for operational programs has been conducted utilizing models such as CG, CFG, DUG, DFG, and their improved versions, which solely depict the control flow, data flow, and calling relationships. Similarly, the SDG and its variants only portray data, control, and call dependencies. Nevertheless, there is a lack of representation of the intricate connections between classes, and the resulting dependencies that ensue from them. [13].

In object-oriented programming, a system is envisioned as a network of interconnected objects. Objects are often exchanged in large numbers of messages, and methods are generally small and well-described. This results in more complexity.
moving from intra-method interfaces to inter-method interfaces and inter-class interfaces. Object-oriented programs are associated with new fault hazards, according to an analysis of their fault models [1]. The execution of the wrong target method, sending messages to the wrong class, and the interactions between superclasses and subclasses are some of the reasons why faults can occur [13]. The graph representation has been characterized based on partial and fully Object Oriented and shown in Figure 5.
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**Fig. 5.** PDG, SDG and their sub-graphs

### 4.1 Partial Object-Oriented Graph Representation

**Related studies**

The Ottestein and Ottenstein definition of slicing as a graph accessibility issue was the first to identify it. In their method, they calculate static slices of programs by using a program dependence graph. The drawback of this strategy is that it is only useful for single-method programs. A PDG is incapable of managing function calls and inter-method communication in a program with multiple methods [6]. A CDS elucidates the static control dependence relationships present within and among the various methods of a class. The DDS outlines the data dependence relationship among the statements and predicates of the program [4]. The object-oriented program
A dependence graph (OPDG) was introduced by Krishnaswamy as an alternative dependence-based representation. It represents a program's control dependencies, control flow, and data dependencies. In an object-oriented program, the OPDG is composed of three tiers, namely: Data Dependence Subgraph (DDS), Control Dependence Subgraph (CDS), and Class Hierarchy Subgraph (CHS). OPDGs are generated as classes are assembled in object-oriented programs, containing all class representations [5].

Xu, Bal et al. 2002 introduced a Dynamic Object Program Graph by adding dynamic slicing. In this approach, forward analysis is integrated with backward analysis. During the forward activity, it records details on the object program dependency graph (OPDG) and calculates dynamic slices (utilized to maintain dynamic execution information) as required. For obtaining the final version of dynamic slices, it traverses the OPDG highlighted in the backward process [7].

According to Horwitz et al. [8], system dependence graph (SDG) can be used as an intermediate representation of a program and a two-phase graph reachability algorithm can be developed based on the SDG to determine an intermediate slice between two procedures. Interprocedurally slicing traverses backwards along every edge of the SDG other than parameter-out edges, and highlights the vertices encountered. In the second pass, all edges excluding call and parameter-in edges are traversed backward from all vertices highlighted previously [8]. Slices are obtained by unioning the vertices identified by passes one and two. C++ programs with a partial object-oriented design, have been incorporated in current slicing approaches based on system dependence graphs.

4.2 Fully Object-Oriented Graph Representation Related studies

Polymorphism, Data hiding, inheritance, etc. are all aspects of object-oriented programming that are included in ESDG. Each method is depicted by the PDG, with a method entry vertex signifying the entry point into the method. Additionally, a class entry vertex is included, which is connected to the method entry vertex of each method in the class by a class edge [13].

As part of their extension of the SDG, Larson and Harrold [12] used object-oriented programs to illustrate the SDG. For every class in an object-oriented program, they created Class Dependence Graphs (CIDGs). With a CIDG, it is possible to determine how a class is controlled and how data is dependent on it, without having to know the environment where the class is called. Procedure dependence graphs are used to represent each method in a CIDG.

As an extension to earlier dependency-based representations, the Java Software Dependency Graph (JSDG) describes numerous variations of program dependencies [16]. The JSDG is composed of a group of dependence graphs, describing Java methods, classes, interfaces, and packages accordingly. It is feasible to construct Java software engineering tools based on the JSDG [16].

The Java System Dependence Graph (J Sys DG) was enhanced by Walkinshaw et al. [22]. The J Sys DG comprises a collection of graphs illustrating the control and dependency relationships among Java statements. It is a multigraph delineating both control and data dependencies within the statements of a Java program. Statements are classified based on whether they contribute to the program's structure (e.g., headers representing methods, classes, interfaces, and packages) or its behavior (e.g.,
those within a method body). [18]

In a Java program, we observe that methods align with procedures. We exclusively focus on those methods and statements that correlate with the method execution trace. As we collect method execution traces containing all possible execution paths at the statement level. Therefore, the DJSDG must encompass all details regarding the relationships between each statement vertex that is contained within an executed method [19]. The DJSDG does not account for class inheritances, overrides, or overloads. As a result, the DJSDG is simpler compared to the JSDG. An intermediate representation is built using a Dynamic Java System Dependence Graph (DJSDG), upon which slice computations are performed [19].

The COSDG has been derived from the ESDG. As in ESDG, the classes in a COSDG are displayed by a class dependence graph, excluding those features that are not relevant to assessing test coverage. As a result, inherited methods are incorporated into the representation and are represented differently when calling polymorphic and inherited methods. In order to maximize the efficiency of polymorphic and inheritance coverage measurements for object-oriented programs, these changes have been made to COSDG [14].

An Extended Object-Oriented System Dependence Graph has been designed to simplify the process of applying object-oriented regression testing by employing hierarchical decomposition slicing. It was suggested by Tao et al. [15], to retain separate graphs for statements, methods classes and packages, regardless of whether they were affected by the change, even though this does not result in an additional space requirement for EOOSDG. A number of additional dependencies were considered, such as type dependence and read/write dependence and package membership dependence in order to take into account more aspects of Java programs and determine correct slices [15].

Table 2 Description of Graphs

<table>
<thead>
<tr>
<th>S.No</th>
<th>Acronym</th>
<th>Abbreviation</th>
<th>Description</th>
<th>Object Oriented</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PDG</td>
<td>Program Dependence Graph</td>
<td>Control + Data dependencies for single procedure</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>CDS</td>
<td>Control Dependence Sub-graph</td>
<td>Control dependencies for single procedure</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>DDS</td>
<td>Control Dependence Sub-graph</td>
<td>Data dependencies for single procedure</td>
<td>No</td>
</tr>
<tr>
<td>4</td>
<td>OPDG</td>
<td>Object Program Dependence Graph</td>
<td>PDG + Object-Oriented Features</td>
<td>Partial</td>
</tr>
<tr>
<td>5</td>
<td>DOPDG</td>
<td>Dynamic Object Program Dependence Graph</td>
<td>OPDG + Dynamic Slicing</td>
<td>Partial</td>
</tr>
<tr>
<td>6</td>
<td>EDOPDG</td>
<td>Efficient Dynamic Object Program Dependence Graph</td>
<td>DOPDG + few modifications</td>
<td>Partial</td>
</tr>
<tr>
<td>7</td>
<td>SDG</td>
<td>System Dependence Graph</td>
<td>Set of PDGs + Interprocedural calls for whole sys.</td>
<td>Partial</td>
</tr>
<tr>
<td>No.</td>
<td>Graph Type</td>
<td>Description</td>
<td>Features</td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>------------</td>
<td>-------------</td>
<td>----------</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>CIDG</td>
<td>Class Dependence Graph</td>
<td>Set of PDGs + Interprocedural calls within class</td>
<td>Partial</td>
</tr>
<tr>
<td>9</td>
<td>ESDG</td>
<td>Extended System Dependence Graph</td>
<td>Extends SDG by representing a class with CIDG</td>
<td>Partial</td>
</tr>
<tr>
<td>10</td>
<td>JSDG</td>
<td>Java System Dependence Graph</td>
<td>SDG + Interfaces &amp; Packages in Java</td>
<td>Fully (10 dependency)</td>
</tr>
<tr>
<td>11</td>
<td>JSysDG</td>
<td>Java System Dependence Graph</td>
<td>JSDG + few modifications</td>
<td>Fully (9 dependency)</td>
</tr>
<tr>
<td>10</td>
<td>DJSDG</td>
<td>Dynamic Java System Dependence Graph</td>
<td>JSDG + Dynamic Slicing</td>
<td>Fully (9 dependency)</td>
</tr>
<tr>
<td>11</td>
<td>COSDG</td>
<td>Call-based Object-oriented System Dependence Graph</td>
<td>Dependencies + Flow + Call Graph + Inherited Call + Polymorphic calls</td>
<td>Fully (9 dependency)</td>
</tr>
<tr>
<td>12</td>
<td>EOOSDG</td>
<td>Extended Object-Oriented System Dependence Graph</td>
<td>ESDG + additional Dependency</td>
<td>Fully (14 dependency)</td>
</tr>
</tbody>
</table>

5 Analysis and Discussion

A fully object-oriented graph representation involves organizing and modeling a graph using principles of object-oriented programming (OOP). In a graph, nodes represent entities, and edges represent relationships between these entities. Object-oriented graph representation leverages OOP concepts like classes and objects to create a flexible and modular structure for graph modeling.

The first graph representation which fully supports object-oriented programming was labelled Java System Dependence Graph (JSDG). Feature representations specific to Java, including inheritance, interfaces, single, and packages could be supported by it. The J System extended its capabilities by incorporating multiple graph representations, surpassing previous methodologies. It introduces a refined depiction of call sites, particularly those involving polymorphic objects either as callers or parameters. This enhanced representation enables precise slicing of data members belonging to an object variable utilized within a method or defined by it [21]. A JSysDG is a multiple graphs that illustrates the control and data dependencies among the statements of a Java program. One of the most sophisticated program representations utilized for slicing object-oriented programs is the Java System Dependence Graph (JSysDG). This graph is capable of representing packages, interfaces, classes, and methods, providing robust support for polymorphism, dynamic binding, and inheritance. [21]. A coarse-grained dynamic slice approach has been presented by Xi et al. for Java programs [3][23]. For tracing method executions, the technique uses aspects of AspectJ code, which contains information regarding method calls [3]. The intermediate representation was constructed along with the slicing procedure using the Dynamic Java System Dependence Graph (DJSDG).

As a way to analyze test coverage using internal representations, COSDG represents object-oriented programs according to dependencies. Incorporating fundamental aspects like control flow, data flow, and method calls, COSDG (Coverage-Oriented Software Dependency Graph) goes a step further by illustrating
object-oriented characteristics like polymorphism inheritance and classes. Notably, in representing polymorphic calls and returns, COSDG avoids the addition of specific vertices for polymorphic calls and edges for returns [22]. COSDG (Coverage-Oriented Software Dependency Graph) does not rely on region vertices or control flow edges to explicitly depict control flow in program constructs. This omission is intentional, as these elements are deemed irrelevant to the specific goal of coverage analysis. Instead, our representation focuses on capturing the coverage of different program elements, such as loops, blocks, and function calls, within a test suite. The emphasis lies on assessing the extent to which these elements are covered rather than quantifying the frequency of their execution [14].

Panda (2016) introduced the Extended Object-Oriented System Dependency Graph (EOOSDG) in the previous architectural model [15]. A transitive approach eliminates the superfluous edges because EOOSDG takes longer to identify the necessary nodes for program slicing [15]. The elimination of further redundant edges may result in the loss of vital information from duplicated edges. Cost redudancy is another problem raised by EOOSDG graph representation because there are too many redundant edges. There is a need to filter it using some technique, such as transitivity. Transitivity is a technique that filters the redundant edges by ignoring edges that are less important than others. This technique can be used to reduce graph complexity and make it more efficient. It also helps to identify the most important nodes in a graph. The transitive technique reduces the cost of redundant edges but raises another important factor, the effect of information lost about these edges, which may have a semantic effect on other nodes.

6. Conclusion

In a fully object-oriented graph representation, the graph is arranged and modeled according to the principles of object-oriented programming (OOP). Based on the literature, it has been established that the Java system dependence graph (JSDG) is an extremely rich features graph representation model compared to other fully object-oriented graph representation models. Implementation of JSDG considers all possible relationships in Java whose dependencies are defined in the OO programs. As a result, the Java system dependence graph (JSDG) has been proposed as a potential model for presenting object-oriented programming.
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