Interpretable AI models for predicting distant metastasis development based on genetic data: kidney cancer example
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Abstract. Kidney cancer has a high metastatic potential with up to 30% of patients developing distant metastasis after surgery. We assessed the value of AI models in predicting the metastatic potential of clear cell renal cell carcinoma (ccRCC), based on the genetic data. Tissue samples from patients with both metastatic and non-metastatic squamous cell carcinoma were analyzed, focusing on the expression and methylation levels of specific protein-coding (PC) and microRNA (miRNA) genes. Using quantitative PCR and data classification techniques, we found a correlation between metastasis and reduced expression of PC-genes CA9, NDUFA4L2, EGLN3, and BHLHE41, as well as increased methylation in miRNA genes MIR125B-1, MIR137, MIR375, MIR193A, and MIR34B. AI models were built for predicting distant metastases based on the expression values and methylation status of selected genes. One model is based on solving a regression problem and is non-interpretable, while another one is based on proposed decision rules and is interpretable. The quality of the models was assessed using sensitivity and specificity metrics, and cross-validation technology was used to ensure the reliability of the results.

1 Introduction

Advanced kidney cancer remains an incurable disease and represents a significant health challenge globally. ccRCC accounts for the majority of all RCC cases (75%) [1,2]. Despite medical advancements, the prognosis for patients with distant metastasis, remains grim, with
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survival rates dropping markedly over the last five years (survival rate is 12%) [1]. Recently, KEYNOTE-564 study demonstrated that adjuvant therapy with anti-PD1-inhibitor pembrolizumab for patients with ccRCC at high risk of recurrence after surgery provides statistically significant and clinically meaningful survival advantages. Although clinical parameters like T and N stage, grade and histological features help to identify the patients who are at a high risk of recurrence, multiple studies are looking for reliable molecular biomarkers for predicting metastatic potential of ccRCC.

miRNAs and gene methylation patterns, which have shown promise in elucidating the mechanisms underlying kidney cancer progression and treatment resistance [7-9]. However, the potential of these biomarkers in clinical settings has yet to be fully tapped. This study aims to bridge this gap by employing machine learning (ML) techniques to build predictive models based on the analysis of specific protein-coding and miRNA genes within kidney cancer samples. By integrating gene expression and methylation data, this research endeavors to enhance the accuracy of metastasis prediction, thus paving the way for personalized treatment approaches.

2 Materials and Methods

2.1 Samples collection

Samples of clear cell renal cell carcinoma tumors and normal tissue from the same organ obtained during surgical operations were collected and clinically characterized at the Research Institute of Clinical Oncology of N.N. Blokhin Federal State Budgetary Institution “Oncology Research Center.” The study was conducted in accordance with the Declaration of Helsinki, and the research protocol was approved by the Ethics Committee (approval number 2017-4/2). After collection, the tissue was immediately frozen and stored at -70°C. A total of 80 paired tissue samples from patients with squamous cell carcinoma were examined. The sample included 31 patients with distant metastases and 49 with non-metastatic squamous cell carcinoma. The criterion for inclusion in the sample was the histologic diagnosis of renal cancer.

Tissue DNA extraction involved phenol-chloroform extraction, while RNA isolation utilized the RNeasy Mini Kit (Qiagen, USA), with RNA quality assessed via gel electrophoresis and concentration estimated spectrophotometrically (Nanodrop 1000 spectrophotometer by Thermo Fisher Scientific, USA). Gene expression analysis employed reverse transcription and real-time PCR using TaqMan® kits for CA9, NDUFA4L2, EGLN3, and BHLHE41 (Applied Biosystems, USA), with QuantStudio™ Design and Analysis Software v1.5.2 utilized for data analysis. Methylation levels of miRNA genes were assessed via quantitative methyl-specific PCR, with amplification conducted using qPCRmix-HS SYBR reagents in the Bio-Rad CFX96 Real-Time PCR Detection System (Bio-Rad, Hercules, CA, USA), and DNA conversion completeness confirmed by control locus ACTB and commercial DNA preparations.

2.2 Machine learning AI models

We focused on three primary machine learning algorithms: Logistic Regression, which models the probability of a given input belonging to a specific category; Support Vector Machine (SVM), which identifies the optimal boundary between classes; and Random Forest, an ensemble method that aggregates predictions from multiple decision trees to boost accuracy. Central to our approach was the application of GridSearchCV (a hyperparameter tuning method) from the sklearn library (algorithms from Python 3.10.9 were used), that
systematically navigates through various parameter combinations using cross-validation with an emphasis on maximizing their predictive capabilities in detecting kidney cancer metastasis. This approach ensures each model is rigorously tested and optimized across different subsets of the data, significantly improving the reliability of our predictions.

Our models' quality was evaluated using a refined set of metrics crucial for medical diagnostic accuracy: sensitivity (the ability to correctly identify positive cases), specificity (the ability to correctly identify negative cases), and ROC-AUC (which assesses the trade-off between true positive rate and false positive rate across different thresholds). These metrics were chosen for their significance in medical settings, where the balance between accurately identifying disease presence (sensitivity) and confirming its absence (specificity) is vital, and where the overall model performance (ROC-AUC) is crucial for making informed clinical decisions.

However, AI models based on previously described algorithms are non-interpretable and therefore cannot be directly used in clinical practice for making medical decisions. To enhance the interpretability of developed ML models, we applied a set of comparative rules as outlined in [10]. According to the guidelines, simultaneous occurrence of at least three markers from the protein-coding gene panel signifies a heightened risk of metastasis, especially when their expression levels fall below the threshold identified through ROC-analysis for each respective gene. Similarly, in the context of the miRNA gene panel, an elevation in methylation across four out of five genes indicates a considerable metastatic risk, as determined by the ROC thresholds established for each gene.

In scenarios where only protein-coding genes are analyzed, observing a decline in expression for three out of four designated genes correlates with an increased metastatic likelihood. Conversely, in analyses focusing solely on miRNA genes, elevated methylation levels in at least four out of five genes are associated with a heightened risk of metastasis. These determinations rely on specific ROC-analysis-derived threshold values for each gene. Furthermore, in instances where a combined gene panel is used, the identification of six or more abnormalities – whether as decreased expression levels in protein-coding genes or increased methylation levels in miRNA genes – serves as an indicator of significant metastatic potential in the tumor [10]. The predictive validity of these markers for metastasis was ascertained through evaluation of sensitivity and specificity metrics.

3 Results and Discussion

We analyzed 80 paired tissue samples from patients identified with either metastatic or non-metastatic renal cell carcinoma. The analytical strategy encompassed several machine learning algorithms, including Logistic Regression, Random Forest, and SVM, to classify the samples effectively. All three selected algorithms were applied to all group of genes (PC genes, miRNA genes, and the combined group of these genes).

The quality of the algorithms was compared using the F1-score metric calculated from the precision and recall metrics (the precision is the number of correctly identified positive results divided by the number of all positive results, including those not identified correctly, and the recall is the number of correctly identified positive results divided by the number of all samples that should have been identified as positive). The comparison results are shown in the Table 1, and the metrics were calculated for the best algorithms (shown in bold).
Table 1. F1-scores of predicting the metastases development on 10-fold cross-validation

<table>
<thead>
<tr>
<th>Gene group</th>
<th>Algorithm</th>
<th>F1-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>both genes group</td>
<td>SVM</td>
<td>0.78 ± 0.17</td>
</tr>
<tr>
<td></td>
<td>LogisticRegression</td>
<td>0.79 ± 0.15</td>
</tr>
<tr>
<td></td>
<td>RandomForest</td>
<td>0.76 ± 0.18</td>
</tr>
<tr>
<td>PC genes</td>
<td>SVM</td>
<td>0.70 ± 0.12</td>
</tr>
<tr>
<td></td>
<td>LogisticRegression</td>
<td>0.73 ± 0.16</td>
</tr>
<tr>
<td></td>
<td>RandomForest</td>
<td>0.67 ± 0.17</td>
</tr>
<tr>
<td>miRNA genes</td>
<td>SVM</td>
<td>0.74 ± 0.147</td>
</tr>
<tr>
<td></td>
<td>LogisticRegression</td>
<td>0.70 ± 0.15</td>
</tr>
<tr>
<td></td>
<td>RandomForest</td>
<td>0.72 ± 0.15</td>
</tr>
</tbody>
</table>

Other metrics (Sensitivity, Specificity, and ROC-AUC) were calculated for the best algorithms, these results are presented in Table 2.

Table 2. Sensitivity, Specificity, and ROC-AUC for the best algorithm

<table>
<thead>
<tr>
<th>Method</th>
<th>Gene group</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>Roc-AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic Regression</td>
<td>both genes group</td>
<td>0.78 ± 0.17</td>
<td>0.87 ± 0.19</td>
<td>0.88 ± 0.13</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>PC genes</td>
<td>0.74 ± 0.19</td>
<td>0.78 ± 0.30</td>
<td>0.76 ± 0.22</td>
</tr>
<tr>
<td>SVM</td>
<td>miRNA genes</td>
<td>0.74 ± 0.30</td>
<td>0.812±0.19</td>
<td>0.81 ± 0.11</td>
</tr>
</tbody>
</table>

Following the established practical application guidelines [10], the detection of three or more concurrent markers from the protein-coding gene panel was indicative of increased metastatic potential. This was particularly the case when gene expression levels dropped below ROC-analysis-defined cutoffs. Similarly, an uptick in methylation across four of the five miRNA genes hinted at a strong likelihood of metastasis, aligning with predefined ROC thresholds. When applying these markers in real-world scenarios, the reduced expression of three out of four protein-coding genes, or the increased methylation in four out of five miRNA genes, underscored a significant metastasis risk. This assessment was underpinned by ROC-derived threshold values for each gene. Additionally, the application of a combined gene panel highlighted that the presence of six or more irregularities, be it diminished expression in protein-coding genes or heightened methylation in miRNA genes, flagged a tumor's increased likelihood of metastatic progression.

For these rules, their Sensitivity and Specificity were calculated, shown in Table 3, and cross-validation technology was used to ensure the reliability of the results.

Table 3. Sensitivity and Specificity metrics calculated for different genes panels

<table>
<thead>
<tr>
<th>Rules</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utilizing both genes group</td>
<td>0.76</td>
<td>0.86</td>
</tr>
<tr>
<td>Utilizing PC genes</td>
<td>0.73</td>
<td>0.79</td>
</tr>
<tr>
<td>Utilizing miRNA genes</td>
<td>0.68</td>
<td>0.79</td>
</tr>
</tbody>
</table>

The practical utility of these gene panels in forecasting metastasis advancement with using the described rules was further validated by Sensitivity and Specificity metrics, detailed in Table 3, and cross-validation technology was used to ensure the reliability of the results. These results underscoring their significance in identifying patients at heightened risk for metastatic disease.
4 Conclusion

We identified crucial biomarkers that indicate the likelihood of metastasis. Crucially, we developed interpretable machine learning models that adhere to established medical guidelines, thereby ensuring that the analysis remains grounded in clinically relevant standards. Our methodology involved constructing a comprehensive gene panel, which includes protein-coding genes, as well as the methylation status of miRNA genes. Among the models developed, the one that utilized both protein-coding and miRNA genes stood out for its superior predictive performance. This approach not only leverages the individual strengths of each gene type but also underscores the importance of integrating diverse biological markers to enhance the accuracy and reliability of metastasis prediction. Consequently, this model represents a significant advancement in our ability to identify patients at increased risk of ccRCC metastasis. Another important result is that the transition from non-interpretable models to interpretable ones does not reduce the values of sensitivity and specificity indicators.
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